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Technological advances in the assessment and understanding of speech and language within the
domains of automatic speech recognition, natural language processing, andmachine learning present
a remarkable opportunity for psychologists to learn more about human thought and communication,
evaluate a variety of clinical conditions, and predict cognitive and psychological states. These
innovations can be leveraged to automate traditionally time-intensive assessment tasks (e.g.,
educational assessment), provide psychological information and care (e.g., chatbots), and when
delivered remotely (e.g., by mobile phone or wearable sensors) promise underserved communities
greater access to health care. Indeed, the automatic analysis of speech provides a wealth of
information that can be used for patient care in a wide range of settings (e.g., mHealth applications)
and for diverse purposes (e.g., behavioral and clinical research, medical tools that are implemented
into practice) and patient types (e.g., numerous psychological disorders and in psychiatry and
neurology). However, automation of speech analysis is a complex task that requires the integration of
several different technologies within a large distributed process with numerous stakeholders. Many
organizations have raised awareness about the need for robust systems for ensuring transparency,
oversight, and regulation of technologies utilizing artificial intelligence. Since there is limited
knowledge about the ethical and legal implications of these applications in psychological science, we
provide a balanced view of both the optimism that is widely published on and also the challenges and
risks of use, including discrimination and exacerbation of structural inequalities.

Public Significance Statement
Computational advances in the domains of automatic speech recognition, natural language
processing, and machine learning allow for the rapid and accurate assessment of a person’s
speech for numerous purposes. The widespread adoption of these technologies permits
psychologists an opportunity to learn more about psychological function, interact in new
ways with research participants and patients, and aid in the diagnosis and management of
various cognitive and mental health conditions. However, we argue that the current scope of
the APA’s Ethical Principles of Psychologists and Code of Conduct is insufficient to address
the ethical issues surrounding the application of artificial intelligence. Such a gap in
guidance results in the onus falling directly on psychologists to educate themselves about the
ethical and legal implications of these emerging technologies potentially exacerbating the
risk of their use in both research and practice.
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The Importance of Artificial
Intelligence and Language Analysis

Language data are increasingly acquired via a myriad of
technological innovations, such as telehealth, mobile devices,
and social media. These systems have been implemented to
predict, assess, and monitor psychological and cognitive
states, as well as provide artificial intelligence (AI)-driven
empathetic conversational agents for self-management of
anxiety and depression (Bedi et al., 2015; Chandler, Foltz,
Cohen et al., 2020; Coppersmith et al., 2018; De Choudhury et
al., 2021; Elvevåg et al., 2007; Faurholt-Jepsen et al., 2019).
Many voices have extolled the potential for greater efficiency,
precision, and equity in health care if these digital solutions are
implemented (e.g., Hirschtritt & Insel, 2018). Computational
psychological assessments enable more frequent remote
monitoring to facilitate detection and diagnosis and promote
adherence to treatments (e.g., Naslund et al., 2019), given that
the current alternative requires time-consuming in-person
interactions with experts. Mobile applications further provide
the promise of rapid, personalized treatment through chat
with intelligent agents (e.g., Miner et al., 2019). This is
particularly important for vulnerable populations, whose access
to traditional assessment may be challenged by distance,
socioeconomic, cognitive, literacy, and sensory issues.

While there has been rapid growth and use of these
innovations, the ethical principles of how and when they
should be employed have not developed at the same rate.
Indeed, leveraging natural language processing (NLP)
methods for speech analysis in research and applied settings
evokes a variety of legal and ethical issues (Hauglid, 2022). As
the boundaries between research and practice are often
permeable and iterative (especially due to the growth of
research–practice partnerships in psychological science), the
ethical issues we raise herein pertain to all aspects of research,
development, and application. An ideal technology should
have relatively high levels of human involvement in the
development and oversight of the system, users who
understand the benefits and limits of the technology, and
relatively minor consequences if the system fails. Conversely,
the highest risk occurs when fully autonomous systems with
low user understanding are used to generate safety-critical
outputs. Language-based AI systems are simply not (ethically)
feasible without some degree of human involvement and
oversight. The decision to employ NLP should be based upon
an evaluation of why it may be suitable in the specific context,
what the intended purpose is, who specifically will be the
user(s), how the appropriate level of human agency or
oversight will be established, and how explainable or
understandable the resulting technology is.
The focus of this article is in keeping with an anticipatory

ethics approach, recently adopted by Chiang et al. (2021) in
neurological research, that encourages a preemptive exami-
nation of methodological and design choices to enable a
careful evaluation of the ethical implications of decisions in
the development, calibration, and implementation of algo-
rithms. We examine widely recognized ethical AI principles
and problematize their implementation in speech technolo-
gies in psychology and thus do not evaluate the principles as
such. Three examples are discussed that leverage current, or
soon to be available, speech technologies.
The literature on medical AI applications and ethical

challenges is considerable (e.g., Davenport & Kalakota,
2019; Rajpurkar et al., 2022). However, literature specifically
addressing psychological applications or providing tailored
AI ethics guidance for psychologists is limited. Here, we
focus on psychological applications used by professionals
conducting research and in clinical practice, and those
available without a need for expert supervision. We evaluate
the ethical considerations inherent to the use of such tools
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from the perspectives of various users. Lessons learned may
also be relevant for applications across allied fields, some of
which have been grappling with AI-related ethical issues for
decades (Clancey & Shortliffe, 1984).

Three Examples of Existing Domains of
AI in Psychological Science

Conversational Agents

Conversational agents, also known as chatbots, use NLP
and machine learning (ML) to simulate conversations with
users from voice or text input. The projected worldwide
health care chatbot market of over 900 billion United States
dollars by 2032 (GlobeNewswire, 2023) is no doubt
attributable to their impressive ability to improve standardi-
zation and efficiency and reduce costs. An increasing number
of chatbots operate within psychological science, offering a
variety of potential interventions (e.g., psychoeducation, skill
building, self-care strategies), as well as standardized and
interactional stimuli for affective and social sciences (Croes
& Antheunis, 2021). To our knowledge, few commercially
available chatbots have been developed in collaboration with
psychologists, despite their “faux” psychological presenta-
tion and purpose (Ruane et al., 2019). Although not currently
under the purview of the APA, psychologists should be
concerned given the potential harm to both users and the field
(McGreevey et al., 2020).
The capabilities of current language models to engage in

conversations with users have recently been demonstrated
by a series of generative AI-based conversational agent
systems. Chatbots’ natural, conversational language style
promotes interaction, thus strengthening their potential as
tools in psychological research and for clinical purposes.

For instance, conversations may be recorded remotely,
increasing the availability of relevant data in research
projects or for clinical assessments. While this may be
useful, the lack of psychologist involvement in each
conversation raises ethical challenges.
Currently, chatbots are marketed as informational only,

rather than as intended for clinical purposes. Consequently, the
ethical and legal risks for their use, particularly as an adjunct
for clinical services or to collect potentially sensitive
information, are not systematically considered by any agency.
This increases the potential for user harm (Luxton, 2020)
because users may not be aware of the systems’ limits in
mental health expertise and user protection. For example, a
review of chatbots in health care (including mental health)
found that 63% did not contain information about users’ data
privacy, and only 12% were Health Insurance Portability and
Accountability Act compliant (Parmar et al., 2022). Privacy
safeguards, data access, and the “right to be forgotten” must
be prioritized for all speech technologies. Further, “bot
disclosure” requires that users be made aware at the outset
that they are interacting with AI rather than a real person, to
avoid the situation of “counterfeiting humanity” (Pasquale,
2020). An additional concern involves the potential for
chatbots to emulate and perpetuate stereotypes about the
populations for which they are designed (Ruane et al., 2019).

Remote eHealth Monitoring Devices

Remote eHealth monitoring devices are AI-based systems
that digitally transmit data from the patient to their clinician or
health care center, potentially providing “real-time” monitor-
ing. The last few decades have seen an explosion in both
medical and consumer-grade remote medical monitoring
devices (Vegesna et al., 2017), new research directions
(Ramesh et al., 2021), and a specific interest in utilizing these
devices for psychological assessment. Language can be
recorded in a variety of ways:When an individual is “actively”
interacting with their device, through “passive” recording as
someone navigates their daily routine, as part of natural phone
and text use, and by scanning social media and online activity.
The use of AI, NLP, and ML built from complex and

voluminous data in research and commercial applications
leads to “black box” algorithms that are difficult to interpret by
most stakeholders. There are additional ethical considerations
with respect to the agency, as decisions may necessitate
resource-costly actions and even involuntary intervention
(e.g., hospitalization). Some devices can invade privacy by
inadvertently recording ancillary activities (e.g., other speak-
ers, social media posts). Patients have the right to know when
their health care provider is receiving information or making
decisions about them via an algorithm. Finally, remote
assessment requires access to technology. Although smart
devices are considered ubiquitous in most industrial nations,
literacy/skill about their use and privacy, access to the internet,
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and knowledge of relevant protection laws and resources vary
considerably as a function of socioeconomic status and
culture. More insidious is the reality that language models
have been shown to predict clinical phenomena differently
based on age, language, gender, or ethnicity, potentially
exacerbating existing inequities among disadvantaged groups.

Educational Assessment

Low-cost networked digital devices (e.g., mobile devices)
are widely used to present educational material and assess
learning. The global digital educationmarket is projected to be
valued at 180 billion United States dollars by 2033, growing
over 11% annually from current levels (Factmr, 2023). In
educational assessment, materials are developed to make valid
inferences about constructs related to cognitive processes to
target a student’s knowledge, skills, and abilities (e.g.,
Williamson et al., 2012), rather than psychological well-
being (although it may include assessment of affective,
motivational, and behavioral attributes). Digital technologies
can support the development of learning and assessment
activities in ways that increase the inferential fidelity of
assessments as well as allow automated assessments of writing
and speaking that formerly were laboriously hand-scored by
instructors (Behrens et al., 2019). For example, K–12
assessments, professional certifications, automated tutoring
systems, and English language proficiency assessments are
increasingly including more open-ended responses that are
assessed by ML and NLP algorithms. Digital technologies are
used both in assessment delivery and interpretation (e.g., Yan
et al., 2020) and are also widely used in research to understand
the effectiveness of educational and psychological interven-
tions and the underlying cognitive and social processes
involved (D’Mello et al., 2022).

The American Educational Research Association,
American Psychological Association, and National Council
on Measurement joint standards (American Educational
Research Association, 2014) emphasize the need for
appropriate considerations and procedures for validity,
reliability, fairness, and testing methodologies in educational
and psychological assessments. Although the standards do not
focus on digital technologies, they recognize their impact on
assessment and address ethical considerations around the
development of AI-based assessments and the use of
technology in scoring. For example, the standards address
the fairness of assessments that may be digitally delivered in
different modalities (e.g., written, audio, or American Sign
Language) while maintaining valid interpretation of the scores
for accommodations. Automated scoring may assess perfor-
mance based on irrelevant features or introduce bias, hence
the importance of using construct-relevant features that can
be linked to targeted constructs. Similarly, scoring algorithms
may have been developed from inherently biased human
training data, hence the standards state that automated
algorithms “need to be reviewed for potential sources of
bias” (American Educational Research Association, 2014,
p. 66) and should be evaluated for their impact on
marginalized groups.

The Risks and Inadequate Protections of
AI and Language Technologies Currently

AI-based language technologies have rapidly expanded in
recent years, and this growth is anticipated to continue as tools
become more widely available and accepted, thus raising
important ethical considerations. AI experts are generally
pessimistic about the widespread adoption of ethical design
principles, due to disagreements about ethics definitions and
implementation and enforcement responsibility (Rainie et al.,
2021). While the U.S. Food and Drug Administration has
released an action plan for the use of AI in medicine (U.S.
Food and Drug Administration, 2021), it remains to be seen
whether a regulatory framework for medical devices will
address the full scope of ethical challenges (as regulation is
primarily concerned with safety and effectiveness). The
National Commission for the Protection of Human Subjects
of Biomedical and Behavioral Research’s Belmont Report
(National Commission for the Protection of Human Subjects
of Biomedical and Behavioral Research, 1979) and the APA’s
Ethical Principles of Psychologists and Code of Conduct
(APA Ethics Code; American Psychological Association,
2017) set forth broad general principles and ethical standards
for researchers and psychologists to follow and to guide
decision making. The Belmont Report and APA Ethics Code
are sufficiently broad to encompass many of the ethical
dilemmas arising from these technologies, but they are
arguably insufficiently specific at the time of writing to fully
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protect users (researchers, research participants, clinicians,
patients, and citizens) from harm.
Insufficient understanding of AI development and imple-

mentation raises risks of algorithmic bias, inaccurate
predictions, and potential misuse of data, among other
dangers. The “black box” nature of NLP/ML systems poses
challenges to human agency, from the perspective of
researchers, clinicians, and patients alike. Consider a real
case: We developed a language-based app to predict
participants’ psychological state factors from daily speech
samples provided on a smart device (Chandler, Foltz, Cohen
et al., 2020; Cohen et al., 2019; Holmlund et al., 2019). In
such a setting, psychological researchers are tasked with
providing complete and fully comprehensible information to
obtain informed consent (Belmont Report, Informed Consent;
APA Section 8.02, Informed Consent to Research; APA
Section 8.03, Informed Consent for Recording Voices and
Images in Research), understanding the psychometric
properties of the assessment tools (APA Section 9.02b, Use
of Assessments), interpreting and explaining the results (APA
Section 9.06, Interpreting Assessment Results; APA Section
9.10, Explaining Assessment Results), and fully debriefing the
participant upon completion of the study (APA Section 8.08,
Debriefing). However, if the technology lacks transparency
and explainability, it is not possible for researchers to fulfill
these ethical obligations (Chandler, Foltz & Elvevåg, 2020).
Similarly, participants cannot provide informed consent if
researchers are unable to describe the technology, detail its
limits, and explain how participant data may be used. While
the general principles of the Belmont Report and the APA
Ethics Code broadly encompass these concerns, more AI-
specific considerations are warranted (e.g., United Nations
Educational, Scientific and Cultural Organization, 2022).

Certainly, nonpsychologists could argue that the ethics code
does not apply to them, yet developers should consider the
Belmont Report and APA Ethics Code principles as central
when designing tools either with psychological content or to
be used by psychologists for research and clinical purposes.

Ethical AI Guidance Exists Outside of Psychology and
Should Be Applied

Guidelines for ethical and principled AI have proliferated
over the last several years and developed within industry,
governmental, and intergovernmental organizations (see Fjeld
et al., 2020). Two prominent sets of international AI guidelines
are the World Health Organization’s (WHO) Ethics and
Governance of Artificial Intelligence for Health (World Health
Organization, 2021) and the European Union’s (EU) Ethics
Guidelines for Trustworthy AI (High-Level Expert Group on
Artificial Intelligence, 2019). The substantial overlap between
the two indicates that there is an emerging consensus about
key ethical principles for AI systems (see also Section 1.2
of the Organization for Economic Co-operation and
Development’s guidelines, Jobin et al., 2019; Organization
for Economic Cooperation and Development, 2019). Many of
the EU andWHO principles are encompassed by the Belmont
Report and APA Ethics Code, indicating that policymakers’
core values regarding AI must have long been on the ethics
agenda of psychologists. Most of the principles are familiar to
psychology, although their application to digital technologies
creates new challenges. There is no APA principle that
corresponds to the principle of “human agency and oversight”
in the EU guidelines (“protection of autonomy” in the WHO
guidance) nor is there an APA principle corresponding to
“transparency” or “explainability.” The most relevant APA
principle for autonomy and human agency is Principle E,
which requires “respect for people’s rights and dignity” and
promotes self-determination. However, the accompanying
explanation shows that this guideline does not ensure overall
human autonomy with digital technologies. Principle E
protects vulnerable patients with reduced autonomy, and
the Belmont Report’s “respect for persons” principle
acknowledges individual autonomy (being “capable of
deliberation about personal goals and of acting under the
direction of such deliberation”) and the need to protect those
with reduced autonomy. Neither code refers directly to the
professional autonomy of the psychologist nor to the need to
ensure human involvement in psychological research and
practice. In contrast, the WHO’s principle on the protection of
autonomy suggests that “humans should remain in full control
of health care systems and medical decisions” (World Health
Organization, 2021, p. 25).
The absence of references to human agency/oversight and

transparency/explainability in the Belmont Report and APA
Ethics Code is not surprising. Although AI ethics have been
discussed for decades, the need to develop ethical principles
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specifically for language-based technologies is invoked by
recent and ongoing technological advancements, as demon-
strated in the Three Examples of Existing Domains of AI in
Psychological Science section. Traditional psychological
methods and early versions of AI/NLP technologies did not
give rise to these challenges in the past. Adoption of the
emerging principles for ethical AI by the APA should be
considered, given the growing use of digital technologies
(including NLP) in psychology. We argue that the APA
Ethics Code should be the focus of this effort because it
applies to all psychologists, irrespective of setting (e.g.,
research vs. practice). The incorporation of principles on
human agency and transparency would arguably be a good
start in terms of enhancing awareness of ethical challenges
related to the development and use of digital technologies in
the field. The next step should then be to develop more
specific guidelines for the operationalization of the new
ethical principles, as well as the existing APA Ethics Code
principles, in relation to digital technologies.1 Throughout
the remainder of this article, we explore three categories of
ethical challenges related to language-based technologies in
psychology and suggest components of an implementing
framework for ethical principles in this context. This includes
the ethical principles that are encompassed by the APA
Ethics Code and the more AI-specific principles on human
agency/autonomy and transparency/explainability.

Human Agency and Oversight

As AI can increasingly undertake more tasks and
responsibilities that have traditionally been allocated to the
expert (e.g., the researcher or clinician), the distinct roles of
the computer and the human must be delineated. A core
element of human agency/autonomy is in preserving the

human ability to control the extent to which decision making
is transferred from humans to AI. According to the EU
guidelines, users of AI systems should be “given the
knowledge and tools to comprehend and interact with AI
systems to a satisfactory degree and, where possible, be
enabled to reasonably self-assess or challenge the system”

(High-Level Expert Group on Artificial Intelligence, 2019,
p. 16l). In health care, from a patient perspective, human
agency/autonomy refers to individuals’ level of control in
their health care and decision making. From a psychologist’s
perspective, human agency is connected with professional
autonomy and is effectively reduced if decisions are based on
AI predictions rather than professional (human) judgment
(Zicari et al., 2021). The WHO guidance stresses that human
autonomy should not be undermined by the extension of
“machine autonomy” (World Health Organization, 2021,
p. 25), thus indicating that human autonomy and machine
autonomy may be seen as competing notions and that the use
of AI systems can be placed on a scale ranging from no
human involvement (maximum machine autonomy) to
maximum human control (minimal machine autonomy;
see also the “graded autonomy” model for medical AI
applications suggested by Bitterman et al., 2020).
Human oversight is described by the WHO as including

effective, transparent monitoring of human values and moral
considerations, emphasizing the ability of humans to override
AI decisions. Moreover, theWHO sees the risk of automation
bias as a threat to human agency. The EU guidelines are
somewhat more specific in terms of how human oversight
may be achieved, by suggesting the use of approaches framed
as “human-on-the-loop” (human intervention during design
stages and monitoring during operation), “human-in-the-
loop” (humans have full control over the decisions of the
system and can approve or deny any action at all stages), and
“human-in-command” (humans oversee the overall activity
of the AI system and decide when and how to use the system,
thus allocating the most control to humans). We refer to these
terms as they provide helpful tools for categorizing the
different types of human oversight which can be envisaged at
all stages of development and use of AI systems. In Section 5,
we discuss how these approaches may be implemented into
psychological science involving NLP.
Human agency and oversight are complex issues to

consider when developing guidelines for the use of NLP
in psychological research and practice. While a benefit of
automated systems is the promise of monitoring and reaching
a greater proportion of the population, human oversight
requirements may limit this. As such, the benefits of oversight
must be weighed against the benefits of automation. This
trade-off, which has received limited attention in the current AI
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ethics discourse, is crucial to certain AI applications of
relevance to psychological research and practice. Consider the
benefits of having participants engage with conversational
agents remotely, generating more data than in-person
conversations. To determine the appropriate type and degree
of human oversight, one needs to consider the possible impacts
on the research participant, as well as any implications of
limited oversight during the conversations. Similarly, human
oversight may be ethically required for AI systems used for
important decision making or monitoring. In the case of
remote assessment for monitoring purposes, we have
advocated for the employment of a human-in-the-loop
oversight system (Chandler et al., 2022). Scenarios such as
these allow the AI systems to generate predictions in cases that
they are confident in, while deferring to a human in atypical
cases with insufficient training data. After human input is
collected, the system is strengthened and able to tackle such
rarities in the future.
The field of education encompasses many applications for

language-based AI tools, from automated essay scoring to
the development of curriculum and classroom assistants,
each one with unique implementations of human agency and
oversight. In essence, the level of human involvement should
be such that systems with the highest risk incorporate the
most human expertise to minimize or prevent spurious and
dangerous predictions from being made and acted upon.

Transparency and Explainability

Transparency and explainability are among the most widely
discussed challenges of AI (e.g., Chandler, Foltz & Elvevåg,
2020). Due to the complexity of certain AI technologies, there
is concern that users and stakeholders may not be able to
receive meaningful information, for instance about the basis or

logic of AI-based assessments (Casey et al., 2019; Selbst &
Powles, 2017; Wachter et al., 2017). In the EU guidelines, the
transparency principle is described in terms of “traceability”
(documentation of data sets and how they are processed),
“explainability” (ability to explain technical processes and
decisions), and “communication” (providing information
about the use, capabilities, and limitations of the system).
The WHO guidance similarly emphasizes the communication
of information about AI systems, data sets, algorithms, and
processing methods. It follows that the system’s strengths and
limitations should be evident to not only developers but also
users of the technology (Ribera & Lapedriza, 2019).2

In terms of explainability, the APA Ethics Code requires
psychologists to take reasonable steps to ensure that
assessment results are explained to the individual (9.10
Explaining Assessment Results). However, when NLP-based
systems are used in the assessment, it may not be obvious
which steps it is reasonable for the psychologist to take. There
may be limitations inherent in the technology, particularly if
developers are not mindful of the explainability requirement
that applies to psychologists. Determining what kind of
explainability is reasonable may involve complex trade-offs.
For instance, the EU and the WHO guidelines both recognize
the potential trade-off between transparency and accuracy but
provide little guidance as to how the appropriate balance
should be struck. The WHO guidance suggests that AI
systems should be “explainable to the extent possible and
according to the capacity of those to whom the explanation is
directed” (World Health Organization, 2021, p. 27). This
leaves a lot of room for domain-specific interpretation, which
means that psychology and NLP experts must determine the
appropriate level of explainability based on the state-of-the-
art; the capacity of the users; and the values, interests, and
risks at play in a specific application context.
As a rule, explainability and transparency are especially

important for AI systems that may greatly impact the lives
of many and those with dire consequences if incorrect
predictions are made. Transparency and explainability are
challenging aspects in the implementation of language-based
systems asmany of the state-of-the-art models today are large,
uninterpretable neural networks (i.e., “black boxes”). As the
expanding body of literature on explainable AI shows, tools
exist that allow researchers to probe these models and
generate explanations (Gunning et al., 2019), and transpar-
ency is possible in terms of describing the model’s purpose,
training data, boundaries, potential sources of bias, and so on.
The possible level of explainability and transparency will vary
with the AI model type (e.g., neural networks are more
difficult to explain than linear regression models) and with
the application. Conversational agents may not require
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2 The EU’s AI Act proposal further requires that AI systems be sufficiently
transparent for users to interpret their output and use them appropriately, cf.
Article 13(1) of the proposal.
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explainability with each output, but information on their
development must be made available. In the case of remote
monitoring where a clinician is involved and the models are
generating predictions to aid in the understanding of patient
state and decision making, each output must be able to be
explained and understood by the clinician. The reasoning
behind each individual prediction should be traceable to
the raw patient inputs such that the clinician can decide
whether the predictions are logical. Similar arguments hold
for education, where transparency will always be important,
and the level of explainability will depend on the use case.
To mitigate some of the inevitable negative effects, the

involvement of all stakeholders early in design decisions is
essential, as are explicit explanations of the resulting model,
similar to the Data Nutrition Label project (Holland et al.,
2018) or the MINimum Information for Medical AI Reporting
(Hernandez-Boussard et al., 2020). The ideal scenario would
thus provide the user with details about the training data
(e.g., size, racial makeup, see Gebru et al., 2021), model
development (e.g., specifics about algorithms), performance
(e.g., accuracy and errors such as false positives and negatives),
assessment evaluation (e.g., fairness, bias attestations),
validation (e.g., studies detailing safety and efficacy), the
purpose of the algorithm (e.g., verbal memory evaluation vs.
detection of suicide risk), and specifics of the last update (e.g.,
latest model version). Additionally, users may be interested in
knowing why and how decisions about the model were made.

Equity, Biases, and Nondiscrimination

While AI and NLP technologies show great promise,
concerns have been raised that digital health care solutions
may not address or may exacerbate inequity (e.g., Naslund et
al., 2019). To accommodate these concerns, ethical guidance
documents tend to promote ethical principles addressing the
impact of AI systems on vulnerable or marginalized groups,
particularly to mitigate the risk of unfair and/or discriminatory
outcomes (e.g., Amnesty International, 2018). The WHO
guidance lists as amain objective, to “ensure inclusiveness and
equity,” and emphasizes the need to identify and mitigate
unintended biases in AI systems. The EU guidelines similarly
list “diversity, nondiscrimination, and fairness” as a key
ethical principle for trustworthy AI. The guidelines elaborate
that this principle concerns avoiding unfair biases, ensuring
accessibility and universal design, and promoting stakeholder
participation.
The ethical standards in the APA Ethics Code require that

psychologists “use assessment instruments whose validity and
reliability have been established for use with members of
the population tested” (9.02b, Use of Assessments). For
NLP-based tools, we understand this as requiring testing
procedures that consider the linguistic composition of the
target population. At a more general level, the APA Ethics
Code instructs psychologists to eliminate the impact of

unacceptable biases on their work (Principle E) and to avoid
unfair discrimination (3.01, Unfair Discrimination). Our
view is that the APA Ethics Code is currently better
prepared to address challenges related to equity, biases, and
nondiscrimination than the two other categories of ethical
challenges discussed here. However, to operationalize the
principles of equity and nondiscrimination in a meaningful
way that protects stakeholders, these principles must be
interpreted and elaborated for specific use cases. To inform
the development of guidelines for digital technologies, the
APA Ethics Code should be interpreted in conjunction with
emerging ethical frameworks for AI and the available
knowledge of how and why these tools may cause harm.
Language is inherently intertwined with sociocultural

factors and its expression varies by culture, age, education,
and other demographic factors. There is increasing evidence
that groups who are underrepresented in the data sets used to
train algorithms are at risk of being assessed less accurately
and that the models may reproduce undesirable stereotypes
(Bolukbasi et al., 2016; Caliskan et al., 2017; Straw &
Callison-Burch, 2020) pertaining to, for example, gender (e.g.,
Bailey et al., 2022) and race (e.g., Hitczenko et al., 2021).
Moreover, contextual factors affect language expression, such
as deference to a medical professional, willingness to self-
disclose online, and level of wariness when interacting with
authority figures. Unequal access to digital technologies,
software, and connectivity is a fundamental concern,
particularly when access is mediated by cultural, language,
or legal issues. Notably, cultural mistrust of digitized personal
data for private or governmental solutions is also common in
many communities (Hsiao, 2003). This might reflect a barrier
to utilization regardless of access to technologies.
The APA Ethics Code principles of beneficence and

nonmaleficence, justice, and respect for people’s rights and
dignitywould dictate that psychologists pay particular attention
to the source of a system’s training data (also shown in the
principle of transparency). As noted above, models based on
majority data sets may risk entirely missing vocabulary for
illness or distress in minority populations. Given that
algorithms are used at multiple stages of an NLP pipeline,
inadequate representation at any stage could systematically
bias or invalidate the entire model for particular groups. This is
why an understanding of the data and assumptions behind the
creation of these models, as well as some information about
how they work is required. Incorporating modern methods of
bias mitigation is important for system developers to avoid
potentially discriminatory predictions.

Developing and Implementing Ethical Guidelines for
Language Technologies

Human-in-the-loop AI can be viewed as a specific
implementation of an intelligent system where humans and
computers work together toward a common goal. In these
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scenarios, the best of human and computer intelligence is
harnessed alongside one another. Computers are well suited
for efficient calculations and predictions on data within the
scope of their training. Human input can supplement and fill
gaps where outliers and unusual inputs are encountered to
strengthen the algorithm and allow for the computer to become
increasingly accurate and self-sufficient. The importance of a
human-in-the-loop methodology is clear; however, various
levels of human oversight and intervention must be defined.
Given the continuous improvement of NLP technologies,
human oversight methods will continue to evolve. “Active
learning,” where human labeling is used to steer the model
toward improved learning in low-confidence areas, is one way
of enhancing human agency and oversight during research and
development. In an implementation phase, humans may be
used as safeguards to step in when the model is lacking
confidence. We have demonstrated the effectiveness of this
technique in the case of automated scoring of story recall in
verbal memory assessment (Chandler et al., 2022). The story
recall task measures a person’s verbal episodic memory by
asking them to listen to a short story and recall it with as
many details as possible and is an important aspect of
neuropsychological assessment. For the automated scoring of
this task, human–computer collaboration was implemented as
follows: An initial regressionmodel was trained to predict how
close a given recall was to the original story. The initial
training was performed on as diverse and representative a data
set as possible. The model was then employed on new, unseen
data and either all or simply low-confidence predictions were
verified by a human. Active learning was harnessed in order to
retain the newly labeled cases, representing diverse data for
updating the model and making it more robust in the future.
We recommend beginning this process with a high level of
human oversight (i.e., human-in-command) and as the model
becomes more accurate, oversight can begin to be lifted
(i.e., human-in-the-loop) and eventually only needed for
extenuating circumstances (i.e., human-on-the-loop). (For an
overview of human-in-the-loop systems, see Monarch, 2021).
Incorporating human-in-the-loop methodologies significantly
improved the model’s awareness of low confidence or
knowledge gaps and required less than half of the training
data used in a traditional setting to achieve a sufficient
accuracy level (Chandler et al., 2022). Moving forward, the
extent to which this technique may be used in other NLP
applications should be explored.
As the use cases in the Three Examples of Existing

Domains of AI in Psychological Science section illustrate, the
feasibility of human involvement at all stages of psychologi-
cal NLP will vary between applications, as will the demand
for human involvement from an ethical perspective. The
principle of human agency should not be understood as
discouraging the use of fully autonomous systems, specifi-
cally in low-stakes applications with high constraint and little

room for error. For example, in simple remote monitoring
applications where actions are not directly being taken and
data are simply collected, processed, and transmitted, there
is less need for constant human oversight. However, the
involvement of a human is critical in cases where remote
monitoring detects scenarios of high risk or if the purpose of
the monitoring is in high-risk scenarios. With that said, in a
scenario where AI predictions are directly made as part of a
clinical diagnosis, there must always be human verification so
as to avoid spurious and/or life-threatening decisions. Given
the complexity of language, there may be some situations
where complete autonomy is unrealistic. The use of chatbots,
particularly for purposes involving interventions with at-risk
populations, is one such example (Powell, 2019).
While the complexity of an AI algorithm can vary widely:

from rule-based AI to simple and well-understood linear
models, to deep neural networks with high dimensional inputs
and parameters, a universal set of guiding principles should
apply to any nondeterministic and (semi)autonomous systems.
Items to consider when choosing the appropriate algorithm for
modeling include (a) weighing positive impacts against
potential risks (i.e., Does impact outweigh the risk or vice
versa?) and (b) deciding how to relate the output from tools
built for explanation and interpretation of algorithms to end
users (e.g., researchers, clinicians, or patients). Special
considerations must be made, however, for any “black box”
AI system not understandable by humans. What constitutes a
sufficient explanation should be defined with stakeholder
codesign (i.e., a process that incorporates various points of
view of the clinician, the researcher, and other relevant
stakeholders; Foltz et al., 2022), whether the explanation
entails linking features to medical biomarkers, denoting
irregular areas of speech, or simply describing the decision in
the interpretable language (e.g., Tschandl et al., 2020).
Importantly, the human expert must understand both how the
model is making its decisions and its limitations to avoid blind
trust of predictions. Such a problem is called “automation
bias” (Goddard et al., 2012) and is a well-documented issue
for human–computer interaction that must be avoided. For
instance, reliance on chatbots is likely to increase as the
technology improves and errors appear less frequently.
To promote ethical applications, Leidner and Plachouras

(2017) advocate for “ethical review boards,” functioning
similarly to institutional review boards, to oversee the process
of design, development, and deployment, thus supporting
an “ethical by design” approach to new AI-based research
projects. All stakeholders should be involved early in
the conceptualization of language technologies, to mitigate
concerns surrounding barriers to use, and lack of transparency
of the system and its components (Ribera & Lapedriza, 2019).
Furthermore, as noted earlier, to protect patient and consumer
dignity, automated tools should disclose at the outset that
users are interacting with an AI system and not a human
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(Kretzschmar et al., 2019), and each implementation of an AI-
based system should be accompanied with a plain language
“user’s guide” for nontechnical users of the tool. Basic
concepts and keyword definitions surrounding model archi-
tectures, the model training process, performance, and fairness
criteria, should be clearly defined.

From Recommendation to Application:
A Case Study in Psychological Research

Early signs of cognitive decline are observable in speech,
often years prior to a formal diagnosis of dementia. We used
NLP and ML to develop a prototype screening tool for the
detection of cognitive decline that could potentially be used at
scale for dementia screening (Diaz-Asper et al., 2022). As

shown in Figure 1, our rationale for NLP use was to both
improve the accuracy of current dementia screening tools and
enable remote assessments (see also role in the workflow of the
clinician). To develop the tool, we used speech samples
recorded over the telephone from older individuals who
were cognitively healthy or diagnosed with mild cognitive
impairment or mild Alzheimer’s disease. Transparency was
addressed by documenting explanations of algorithmic
inferences, contents of the data, and model performance in
published materials. Possible biases in the training data
(including participant demographics) and algorithm (such as
avoiding selection bias in choosing to report only the best
performing, and potentially idiosyncratic, algorithm) were
discussed. Importantly, only NLP features that were fully
explainable and aligned with clinical constructs were retained
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Figure 1
Considerations Before Implementing Language Technologies in Psychological Research and
Practice

Note. Check marks in the figure refer to the case study presented in the From Recommendation to Application:
A Case Study in Psychological Research section. NLP = natural language processing. See the online article for
the color version of this figure.
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in the model and documented publicly. The principle of
human agencywas considered through requesting stakeholder
(including participant and clinician) feedback regarding the
acceptability and utility of the potential tool (Diaz-Asper et al.,
2021) and consulting with institutional review boards
regarding limits to privacy and confidentiality and access to
data. Human oversight was achieved via a human-in-the-loop
approach to visualizing the model’s decision-making process
and prediction confidence, allowing clinicians the ability to
step in, in the case of a faulty prediction. We regarded the
consequences of an error in the technology to be of medium
impact, given that an incorrect conclusion could either be a
false alarm, leading to an unnecessary clinical follow-up, or
miss the need for follow-up, potentially delaying timely
diagnoses. Responsibility for the error would fall on us in our
role as the developer of the technology; however, this risk is
minimized through human-in-the-loop methodologies,
enabling thoughtful collaboration between the clinician and
computer.

Summary and Conclusions

Ethical guidelines for AI are currently at the very general
principle stage. Reviews of digital technologies for mental
health revealed that only 15% of the studies discussed ethical
implications, with a focus on participant privacy (Fiske et al.,
2019), and “a near-complete exclusion of service users
in conceptualization or development of algorithmic and
data-driven technologies and their application to mental
health initiatives” (Gooding & Kariotis, 2021, p. 10).
The role ethics guidelines can play in terms of realizing AI

policy aims (including NLP) is debatable. Hitherto developed
AI ethical guidelines are nonbinding, meaning that the
consequences of not abiding by them may be minimal in
terms of enforcement.3 Ethical principles are also vaguely
articulated, leaving them vulnerable to opportunistic interpre-
tation, such as by actors who may have a low threshold for
declaring publicly that they are compliant with the relevant
principles. However, in psychological and medical profes-
sions, there is a strong tradition and expectation of adherence to
ethical principles, both when it comes to research and practice.
In these domains, ethical guidance could play an important role
in shaping the digital technological future. Thus, we have
emphasized the potential role of the APA Ethics Code and
suggested how it may be improved to better reflect generally
accepted principles of AI ethics. The key challenge, we argue,
is to translate the general ethical principles into application-
specific guidance. Questions of exactly when and how and to
what extent we implement the appropriate measures must
necessarily depend on the specific use case. Through the
analysis in this article, we have arrived at certain considerations
for developers and users of NLP-based systems, pertaining to

commonly accepted AI ethics principles, and we have
highlighted certain nuances between different applications
of NLP in psychology and described their ethical implications
as they are currently understood. While our aim is to enable
and encourage psychologists to assess the trustworthiness of
NLP-based psychological tools, particularly when those tools
are developed by nonpsychologists, our contribution is merely
an early stepping stone in the development of ethical guidance
for NLP in psychology.

3 In the EU, however, a legal regulation (the AI Act) has been proposed,
which will transpose the ethical principles from the EU high-level expert
group Guidelines for Trustworthy AI into binding law.
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